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About me

● Contributing to ACS since 2023
● Committer @ Apache CloudStack since 2024
● PMC @ Apache CloudStack since last 2 weeks
● Software Engineer @ ShapeBlue
● Worked as a Backend & Infrastructure engineer 

in the past
● Experience managing and administering 

kubernetes, AWS, PostgreSQL in production
● Passionate about cloud infrastructure, security, 

and AI



What's in it for you?



Remember Last Year?

CCC24 Madrid
https://www.youtube.com/watch?v=UyJTcy69ncg

https://www.youtube.com/watch?v=UyJTcy69ncg


Who's behind this effort?



Thanks to Community Members



Let's see it in action



Select a GPU enabled Service Offering



Instance's details page



Host's details page



Configure Service 
Offerings

• Requires GPU Card & vGPU 
Profiles in CloudStack

• Created automatically when the 
gpudiscovery.sh script discovers GPUs 
on a host



vGPU for Display

video.hardware - none



Configure Limits

• max.account.gpus
• max.domain.gpus
• max.project.gpus



Usage/Billing

Usage Type 1 - RUNNING_VM
Usage Type 2 - ALLOCATED_VM

Detach GPU for stopped instances
gpu.detach.on.stop



vGPU for Display



With Kubernetes



For Inferencing



How to enable GPU 
Support for my KVM 

Host?



Checklist for enabling GPU support

➔ Enable IOMMU

➔ Disable the nouveau kernel module

➔ Install pciutils & xmlstarlet for auto-discovery script

➔ Install GPU driver and create vGPUs (Optional)

➔ Discover GPU devices on the host



Enable IOMMU

Ubuntu
• Add intel_iommu=on for Intel and amd_iommu=on for AMD to 

GRUB_CMDLINE_LINUX_DEFAULT
• sudo grub-mkconfig -o /boot/grub/grub.cfg
• sudo reboot

Enterprise Linux
• grubby --args="intel_iommu=on iommu=pt" --update-kernel DEFAULT
• sudo reboot

Verify IOMMU is enabled
sudo dmesg | grep IOMMU
[    0.057175] DMAR: IOMMU enabled
...



Disable the nouveau kernel module
• Update modprobe configuration to disable nouveau

echo "blacklist nouveau" | sudo tee /etc/modprobe.d/disable-nouveau.conf
echo "options nouveau modeset=0" | sudo tee -a 
/etc/modprobe.d/disable-nouveau.conf

• Regenerate the initial ramdisk
• Ubuntu

update-initramfs -u

• Enterprise Linux
dracut --force

• Reboot
sudo reboot

• Verify driver in use by the pci device
lspci -v | grep -A 10 " 3D "



Install dependencies for auto 
discovery script
Ubuntu

apt install pciutils xmlstarlet

Enterprise Linux

dnf install pciutils xmlstarlet



How do I enable vGPUs?
For nvidia GPUs only

• Install nvidia drivers from ui.licensing.nvidia.com
• Follow the documentation to create vGPUs on the host
• Execute gpudiscovery.sh script to confirm the vGPUs are getting 

discovered.

NVIDIA vGPU Type VFIO Framework Supported in CloudStack

Legacy: SR-IOV not 
supported

mdev Yes

SR-IOV supported mdev Yes

SR-IOV supported Vendor 
specific

Yes

Multi Instance GPU No

http://ui.licensing.nvidia.com


Discover the GPU cards on the host

On Host
sudo systemctl restart cloudstack-agent

Or

Using cmk
cmk discover gpudevices id=<host id>



Checklist for enabling GPU support

➔ Enable IOMMU

➔ Disable the nouveau kernel module

➔ Install pciutils & xmlstarlet for auto-discovery script

➔ Install GPU driver and create vGPUs (Optional)

➔ Discover GPU devices on the host



Is that it?



Post-host setup configuration

➔ Create GPU enabled Service Offerings
➔ Create Templates

◆ Install GPU/vGPU drivers
◆ Set video.hardware to none in Settings for VDI use cases

➔ Configure global settings and limits (per account, domain or 
project) as per requirements
◆ max.account.gpus (Default - 20)
◆ max.domain.gpus (Default - 20)
◆ max.project.gpus (Default - 20)
◆ gpu.detach.on.stop (Default - false)



How does it work with 
CloudStack?



GPUs with Instances



Designing the Feature
How it works?



Operator customisable GPU auto-discovery 
script

/usr/share/cloudstack-common/scripts/vm/hypervisor/kvm/gpudiscovery.sh

{
    "gpus": [
    {
      "pci_address": "01:00.0",
      "vendor_id": "10de",
      "device_id": "25a0",
      "vendor": "NVIDIA Corporation",
      "device": "GA107M [GeForce RTX 3050 Ti Mobile]",
      "driver": "nvidia",
      "pci_class": "3D controller [0302]",
      "iommu_group": "16",
      "pci_root": "0000:01:00.0",
      "numa_node": -1,
      "sriov_totalvfs": 0,
      "sriov_numvfs": 0,
      "full_passthrough": {
        "enabled": 1,
        "libvirt_address": {
          "domain": "0x0000",
          "bus": "0x01",
          "slot": "0x00",
          "function": "0x0"
        },
        "used_by_vm": null
      },
      "vgpu_instances": [],
      "vf_instances": []
    }
  ]
}

Finding GPUs Automatically
The Discovery Script



In addition to the Groovy-based agent hooks, following are supported:

● Libvirt Domain XML Transformer libvirt-vm-xml-transformer.sh
● VM Start hook                                libvirt-vm-state-change.sh
● VM Stop hook                               libvirt-vm-state-change.sh

Location: /etc/cloudstack/agent/hooks

Customisable Agent Hooks
Domain XML Transformer & States



What's next?



● Accessibility of GPU-based hosts for feature development and QA

● Validate and improve built-in GPU auto-discovery and domain transformer 

scripts against different GPU cards/models

● GPU Metrics & Expand support for other hypervisors.

Challenges & Future Work



Questions?



Thank you!
#CSCollab25
@CloudStack

Fill in the CloudStack User Survey
Help us understand the CloudStack Ecosystem


