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About Me

» CloudStack Committer
* QA Engineer - ShapeBlue

 Involved with CloudStack/Forks since 2013 by providing technical
support to various customers

» Open-source enthusiast
» Addicted to various Podcasts/Audiobooks
e Email ; /

 Blog: kiranchavala.in

« Twitter : @kiranchavala
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« Why Infrastructure Monitoring Matters
 CloudStack Monitoring Challenges

e Various Infrastructure Monitoring tools overview
« Grafana Stack Overview
 Architecture & Data Flow

« Grafana Dashboards and Demo

» Lessons Learned & Best Practices
« Conclusion

QA/ References
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Dynamic and Distributed cloud
Infrastructure R

Modern
environments Workloads scale

Failures can

propagate
quickly without
& ecarly detection.

are multi-zone up and down
and multi- continuously.
hypervisor.
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EARLY DETECTION REDUCES CORRELATED METRICS AN
MTTR AND IMPROVES SERVICE LOGS HELP IDENTIFY ISSUES
UPTIME. FASTER.
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Fragmented Metrics cloud
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Hypervisor
layers (KVM,
Xen, VMware)

report data
separately.

No unified
time-series
view across
the stack.




o,
Scalability & Retention coug

COLLABORATION
CONFERENCE

PER-ZONE AND PER-CLUSTER CLOUDSTACK FOCUSES ON NO NATIVE MECHANISM FO
MONITORING NEEDS CUSTOM REAL-TIME OPERATIONS, NOT HISTORICAL PERFORMANCE

LONG-TERM TRENDS. STORAGE OR ANALYSIS.
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Hard to Visualize cloud

COLLABORATION
CONFERENCE

Iad

LOGS AND DB STATS ARE NO BUILT-IN CORRELATION TROUBLESHOOTING
BETWEEN LOGS AND REQUIRES MULTIPLE TOOL
METRICS. AND MANUAL

INTERPRETATION.
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Why | chose the Grafana Stack

Lightweight &
Modular
Architecture

Massive Plugin & Unified

Datasource Observability
Ecosystem




Grafana Stack Overview STACK
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« Open-source platform for metrics, logs, and traces.
* Unifies observability with a single pane of glass.
 Correlates data across layers, from hypervisor to API calls.

G

Labs




OOOOOOOOOOOOO
EEEEEEEEEE

Key Capabilities STACK

* Integrates with major open-source monitoring systems and
external data sources.

 Supports MySQL, Elastic, Kubernetes.

 Provides alerting based on SLOs and SLIs.
 Sends alerts to Slack, PagerDuty, and Email.
 Offers RBAC with Ops/Admin/Viewer roles.

* Includes HTTPS, API keys, and SSO/LDAP support.
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Prometheu Alloy

Collects CIoudSta[ k and Gathers logs and telemetry Centralizes logs and ¢

hypervisor metrics. from hosts and system VMs. them with metrics.



Architecture & Data Flow cloud
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Logs exporter

Grafana loki

Grafana Prometheus
query
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Grafana Dashboard CloudStack cloud
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Prometheus Metrics

CloudStack Global Settings
prometheus.exporter.enable = true
prometheus.exporter.allowed.ips = <Prometheus-IP>

Prometheus Configuration
- job_name: ‘cloudstack’
scrape_interval: 60s
scrape_timeout: 15s
metrics_path: /metrics
static_configs:
- targets: ['<Cloudstack-IP>:9595’]

Sample metric
cloudstack _hosts total{zone="ref-trl-4857-k-M7-kiran-chavala" filter="online"}
1




Grafana Dashboard CloudStack cloud
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Prometheus Metrics ST

Home > Dashboards » Sofia-lab-Cloudstack-Prometheus-Metrics

Q Search...
zone All v  host(® sl-comp-02.sofia.shapeblue.com -  Primarystorage ) All ©  Secondarystorage O All ~ ¢ (@ Last6hours v > Q
Total Hosts (Online / Offline) Total VMs (Running / Stopped) Memory Usage per Host (MiB)
Online Offline Running

Stopped
4 0 1388 0 117

CPU Usage per Host (MHz)

Secondary Storage Usage (GiB)

175 TiB

163 TiB

1,50 Tig

138 TiB

125 TiB
Primary Storage Usage (GiB) 12200 12:30  13:00  13:30  14:00  14:30 15:00 15:30  16:00 16:30 17:00  17:30
550 Tig8 == SL_ACSSecondaryAFF_01(used) == SL_ACSSecondaryAFF_01 (total) ‘
5.25TiB B\

578 A

475 T8

450T8
42578

12:00 12:30 13:00 13:30 14:00 14:30 15:00 15:30 16:00 16:30 17:00 17:30
== SL_ACSPrimaryAFF_01 (used) == SL_ACSPrimaryAFF_01 (total)




Grafana Dashboard KVM Prometheus cloud
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Install the libvirt plugin on the kvm hosts

Prometheus Configuration
- job_name: ‘kvm’
scrape_interval: 60s
scrape_timeout:
metrics_path: /metrics
static_configs:
- targets:
[‘<kvmhost1>:9177’,<kvmhost2>:9177’]

Sample metric
libvirt_domain_vcpu_current{domain="i-2-12-VM"} 2



https://github.com/inovex/prometheus-libvirt-exporter/releases
https://github.com/inovex/prometheus-libvirt-exporter/releases
https://github.com/inovex/prometheus-libvirt-exporter/releases
https://github.com/inovex/prometheus-libvirt-exporter/releases
https://github.com/inovex/prometheus-libvirt-exporter/releases
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#‘@\ ¢ O Llast30minutes v > @ {3 Refresh Ss -

Memory Allocated vCPU Count O

Value
- |-2-108-VM 2 vCPU
- |-2-70-VM  1vCPU
- |=2-12-VM 1vCPU

- r-11-VM 1vCPU
1GiB 1GiB
512 miB
1-2-10-VM i-2-108-VM i=2-12-VM r-11-VM
~ Network Interface
Network traffic © Network Packets ©
6408 Name - Last* Min Max Median 25 Name » Last* Min Max Median
r == [-2-10-VM - receive 0B 0B 740B 0B s S - [-2-10-VM - receive 0.00833 0 00333 0.00833
N | I 1 == 1-2-10-VM - transmit 08 0B 7408 o8 5 il '( i = 1-2-10-VM - transfer 0 0 00250 0
v |=2-12-VM - receive o8 0B 1028 0B "J T r | w |-2-12-VM - receive 0.00833 0 00333 0.00833
e w—[+2-12-VM - transmit os 0B 7408 o8 o I~ 1 | 4 v 1+2-12-VM - transfer 0 0 0.0250 0
o A
- [-2-108-VM - receive 3928 3498 4098 3608 J ) \_,’} ' - i-2-108-VM - receive 0.571  0.550 0.571 0.558
=0 ey
o w—|-2-108-VM - transmit 3058 2828 3488 2988 : L«J 7 e -2-108-VM - transfer 0567 0550 0579 0.562
- r=11-VM - receive 0B 0B 8008 0B —y = == r-1-VM - recelve 0 0 0.0500 0
s | w r=11-VM - receive oB 08 sne 08 s | ! == r-11-VM - receive 0767 0.0292 0892 0.158 )
8 | )
! r [ == r=T1-VM - receive 658 4878 1878 9278 = r-11-VM - receive 123 1.05 2.28 1.46 "
| r-11-VM - transmit | p— | ” — r-11-VM - transfer

r-11-VM - transmit . . r-11-VM - transfer




Grafana Dashboard VMware
Prometheus Metrics

Install the VMware Prometheus exporter

vimware

Prometheus Configuration
- job_name: 'vmware_vcenter'
metrics_path: '/metrics’
scrape_timeout: 15s
static_configs:
- targets:
- 'localhost:9272’

Sample metric

vmware_host cpu_max{host name="esxihost1"} 28728.0

cloud
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https://github.com/pryorda/vmware_exporter
https://github.com/grafana/vmware_exporter

Grafana Dashboard VMware cloud
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Datasource prometheus esxhost  All datastore  All ¢ O Last3hours v > @ O Refresh 10s ~
ESXI v st Memory usage Host CPU usage

7 99.9% 48.9v

(o] o
1. 3 years - -
Host Memory Host Memory Used Host Memory Free
o TIB TiB o 4 TIB
DS 04f088ad4eb8d3e5e929308436a5efdb9 usage DS SL_AFF_Infrastruc DS 126712db4efa347b9565d5dacbed0dfa usage :
‘ 80.4% 56.4% 2.46% ‘ 66.5%
Number of VMs Number of active VMs Number of powered off VMs List of powered off VMs
B



Grafana Dashboard XCP-ng cloud
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Install the XCP-ng Prometheus exporter

Prometheus Configuration
- job_name: 'xcpng’
scrape_interval: 60s
scrape_timeout: 15s
metrics_path: /metrics
static_configs:
- targets: ['localhost:91007]

Sample metric
xen_host_cpu{cpu="2", host uuid="5c4b0287-7d2f-4740-8971- x
55e65630fc74", host="ref-trl-9870-k-mol8-kiran-chavala-xs1"} 0.17158



https://github.com/MikeDombo/xen-exporter
https://github.com/MikeDombo/xen-exporter
https://github.com/MikeDombo/xen-exporter

Grafana Dashboard XCP-ng
Prometheus Metrics

datasource prometheus - vm_uuids Al X X~

Host Load Avg
2

15

1

} ¥ M M, ;A\/rw,mw«f\ W W fun) ww l\L\n\.l-w'fLﬂﬁ‘r‘l :.whx

13:00 13:30 14:00 14:30 15:00 15:30 16:00 16:30 17:00 17:30 18:00 18:30
e ref-trl-9870-k-mol8-kiran-chavala-xs!

VM Memory Usage

576 MiB
. A A A A A

512 MmiB

448 MiB

384 MiB

320miB

Y e ey

256 MiB
13:00 1330 14:00 14:30 15:00 15:30 8:00  16:30 17:00

== Control domain on host: ref-trl-9870-k-moi8-kiran-chavala-xs! e r-6-VM «= $-2-VM

17:30 1800 18:30

Network Throughput
224 KiB/s

192 KiB/s

160 KiB/s
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¢ @ Last6hours v > Q

m ||N | mr

13:00 13:30 1400 14:30 15:00 15:30 18:30 17:00
w= cpuO - ref-tri-8870-k-moi8-kiran-chavala-xs! == cpul - ref-trl-9870-k-mol8-kiran-chavala-xs)
w CPU2 - ref-tri-9870-k-moi8-kiran-chavala-xs1

<) Refresh 1m v

il

17:30 18:00

VM CPU Load

1 Sl F _W -

06 [

0.4 s /1
il
oot Y} - Yoal i ﬁr‘

0 i il - e i
13:00 13:30 1400 14:30 15:00 15:30 18:00 16:30 17200 17:30 18:00 18:30

== Control domain on host: ref-tri-9870-k-mol8-kiran-chavala-xs1 e -2-5-VM = 1-6-VM == 5-2-VM

e

VM Network Throughput »

32KiB/s

24Kig/s




Grafana Dashboard for CloudStack

Install Grafana Alloy in CloudStack Management Server and
configure it

- local.file_match "cloudstack _management logs" {
path_targets = [
{
__path__ ="/var/log/cloudstack/management/management-server.log",
job = "cloudstack-management",
service ="management-server",

13

loki.source.file "management_logs" {
targets = |local.file_match.cloudstack_management_logs.targets
tail_from_end = true
forward_to = [loki.write.default.receiver]

}

loki.write "default" {
endpoint {
url = "http://loki-server:3100/loki/api/v1/push”
}
}

Grafana loki

Add LOKI as a data source in Grafana
Query the CloudStack Logs

cloud
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rafana Dashboard for CloudStack  clou
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= Outline ¥, loki «  [% Goqueryless [ spiit Add ~ <« @ Last7days ~ » & _ & Live
1 job ~ = ~ cloudstack-management ~ @ +
|(> Queries
e o e + Operations | hint: add logfmt parser | | hint: add label level format
job
¥

{job=" cloudstack ~management™} |= "job”

> Options Type: Range  Line limi: 1000  Direction: Forwand & This query will process approximatety 325.0 MiB.

+ Addquery (&) Query inspector

= Logs volume
laki
15K
0K
5K

[+] 1
WU'E112:00 /01 00:00 /0 12:00 N/0Z 0000 /02 12:00 Nj/03 0000 /03 12:00 /04 00:00 /04 12:00 Ni05 00:00 /05 12:00 /08 0000 /08 12:00 TWOF DO:00

= grfof Tolal: 26 == info Total 3.55 K == unknown Tolal: 8.7 K

Logs Logs Table
1888 lines shown - @.88% (1sec) of 1&8h Total bytes processed: 57.4 M8  Common labels: jobscloudstack-sanagesent servicessanagesent-server service nasessanagessnt-server

* 2025-11-87 18:41:49.523 2825-11-87 89:38:83, 557 DEBUG [o.a.c.s.a.ClusterScopeStoragePoolAllocator] (API-Job-Executor-67:ctx-2ccedcdb [ER-2021697 ctx-4f8edbef) (logid:ddééazed) C1 I +
| usterScopeStoragePoolAllocator looking for storage pool

|5' 2025-11-87 18:41:49.523 2025-11-087 #9:38:93,557 DEBUG [o.s.c.s.n.LocalStoragePoolAllocator] (API-Job-Executor-67:ctx-Zccedcdb [EE-20831697 ctx-4f@8d4bef) (logid:ddé62Zed) LocalStor 1= b
agePoolAllocator trying to find storage pool to fit the vm

|:- 2025-11-07 18:41:49.523 2025-11-87 09:38:93, 550 DEBUG [c.c.d.DeploymentPlanningManagerTmpl] (API-Job-Executor-67:ctx-2ecededb [EE-2031697 ctx-4foodbef) (logid:ddé&22ed) Calling 5

toragePoolAllocators to find suitable pools
* 2825-11-87 18:41:49.523 2025-11-87 #9:38:93,528 DEBUG [c.c.d.DeploymentPlanningManagerImpl] (API-Job-Executor-67:ctx-Zecefcdb [EE-20831697 ctx-4f084bef) (logid:ddés2Zed) We neod t

o allocate new storagepool for this volume

i C Gk - 36 - 65 8 _RBEBGE [a _a d fnlss B nnndnnbinn s B nh o = nnn i il PR
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CREATE USER 'grafana' IDENTIFIED BY 'password';
GRANT SELECT ON cloud.* TO 'grafana';

Connection

Host URL *

10.0.3.103:3306

Database name

cloud

Authentication

Username *

grafana

Password




Grafana Dashboard for CloudStack

Micnl

Home > Dashboards > Sofia-lab-mysql-dashboard » Edit panel

account_name () kiran.chavala ~

Sofia-lab-mysql-dashboard ©
account_id
10423
236086
23779
24293
24513
24659
24698

24703

Table view @

name display_text
kiran.chavala kiran.chavala@shapeblue.com
ref-trl-9433-k-Mol8-kiran-chavala- kiran-upstream-kiran.chavala
ref-trl-9490-k-Mol8-kiran-chavala- kiran-proxmox-vnc-kiran.chavala
ref-trl-9690-k-Mol8-kiran-chavala- kiran-upstream-kiran.chavala
ref-trl-9870-k-Mol8-kiran-chavala- kiran-ccc-poc-kiran.chavala
ref-trl-9967-k-Mu24-kiran-chavala- kiran-ubutnu24-422rc3-kiran.chavi
ref-trl-9998-k-Mol8-kiran-chavala- kiran-upstream-hatest-kiran.chaval
ref-trl-10001-k-Mol8-kiran-chavala- kiran-pr-11962-kiran.chavala

TOTAL

B Queries 1 v4 Transformations 0

Format: Table
VABPLABY . COAN,
5 vm_count,
6 type
4 FROM (

8 SELECT

a.1d AS account_id,
10 a.account_name AS name,

FROM account a
JOIN u

13
14
15
16

EFT

ON u.account_id =
JOIN vm_instance v

u.email AS display_text,
NT(v.1id) AS vm_count,
AS type

a.id

vm_count

16

S

@ LastBhours ~

type
Account
Project
Project
Project
Project
Project

Project

Project

Q Search...

« Back to dashboard

) Refresh

Bullder

Code

cloud
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Rk v

Discard panel changes

Visualization

2 Table vl B BN
Panel options -
Title

Sofia-lab-mysql-dashboard

Description
Sofia-lab-mysql-dashboard

Transparent background

]

Panel links v
Repeat options v
Table A
Show table header

o

Frozen columns
Columns are frozen from the left side of the
table

none

Coll height
Small Medium Large

Max row height

none

Enable pagination
)
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 Send alerts to various touch points. E.g.: Slack, Pagerduty, e-
il

Home : Alerting » Confact points Home » Alerting + Abertrules + Edit slart rule L Search e +- O 8

Edit alert rule

datastcrs aker

Contact points

Choose how to notify your contact points when an alert instance fires

(1) Alart evaluation currently paused
Batifications for (s ol will 5ot Fies and ne slen inttances wil b4 crested untl the nole fs un-pauted,

Create contact point
Hama * 1. Enter alert rule name
Name Erter @ rrts 55 din ity yid Bher? rob.
Hama
cs-sione- slerl
Ermail o) ]
OpsGenie f
T o = garerarar 2. Define query ang alert condition & Advnced options
e Dtdire patry Bred BT Conautinn (T g kel ?
0 prometheus » D Options ~ 10 minutes, MO = 43200, Min. interval = 15
Pushover
Kick ptart yoor gy Lrplain @ B qpries Belider  Cade
Sensu Go Wetrics beowser *  veware datastore.freespace size{ds_nases"24f@BBadebBdIesei290B430a5efdba" ) / veware datastore capacity. size
{da_nases" B4 BEBsdebBdI 8 5o 2 ¥IBE436nS0 ARG " )
Slack

b Opfistd  Legend Auto  Formab Time series  Step: suts  Type: inilant

L]

3. Add folder and labels







Start Small

Begin with a Add hypervisor Integrate Alloy and
minimal exporters gradually Loki only after
Prometheus + (KVM, Xen, validating core
Grafana setup. VMware). metrics.




Use Consistent Naming

Define a naming Apply labels Consistent labels

simplify
dashboards and
alerting.

convention early. consistently (zone,
cluster, host,
vm_id).
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Reuse the same
dashboard logic
across multiple sites.

Keep shared Standardize
dashboards in a templates for
central Grafana prod/test using

organization. folders and
variables.
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CloudStack is a Rich Data Source STACK

» Generates valuable metrics across all layers.
* The challenge is visibility, not availability.

« With exporters and pipelines, it becomes a strong
observability platform.




Grafana Stack Delivers Unified cloud
Observabil Ity CoAorA

e Grafana + Prometheus + Loki + Alloy form a cohesive
ecosystem.
« Vendor-neutral and open-source.

« Enables cross-layer insight: management, hypervisor,
workloads. |

Labs




Unified Monitoring Improves cloud
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DASHBOARDS ACCELERATE PROACTIVE ALERTS REDUCE TEAMS CAN DETECT

ROOT-CAUSE ANALYSIS. DOWNTIME AND BLIND ANOMALIES AND FORECAS

SPOTS. RESOURCE NEEDS IN REAL
TIME.
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Official Resources

« Grafana Dashboards Library: community-built dashboards for
CloudStack, VMware, and Xen.

Community Exporters

. C|di5tack Monitoring GitHub: exporter configs, dashboards, setup
guides.

« VMware Monitoring Blog: collecting VMware cluster metrics with
Prometheus.

https://michaelkotelnikov.medium.com/monitoring-vmware-clusters-
using-prometheus-and-grafana-6223bb7936f9

* Prebuilt Dashboards
e CloudStack & Libvirt Dashboard (Grafana ID: 23228).
« Xen Hypervisor Dashboard (Grafana ID: 16588).



https://github.com/kiranchavala/cloudstack-monitoring
https://github.com/kiranchavala/cloudstack-monitoring
https://github.com/kiranchavala/cloudstack-monitoring
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